摘要非线性降维方法通常用于高维数据的可视化，尽管现有的方法已被设计用于其他相关任务，如流形学习。由于任务没有明确的定义，因此很难评估可视化的质量。我们对具体的可视化任务给出了严格的定义，从而产生了可量化的优度度量和新的可视化方法。任务是在可视化的情况下进行信息检索:根据显示的相似性找到相似的数据。信息检索的精确性和召回率之间的基本权衡也可以在可视化中量化。用户需要给出丢失相似点与检索不相似点的相对成本，之后可以测量总成本。然后，我们介绍了一种新的方法NeRV(邻居检索可视化器)，该方法通过最小化代价来生成最优的可视化。我们进一步推导了监督可视化的变体;类信息在计算相似关系时被严格考虑。我们的经验表明，在可视化任务中，无监督版本优于现有的无监督降维方法，而有监督版本优于现有的有监督方法。
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1. 简介

高维数据集可视化是非线性降维方法的传统应用之一。在高维数据中，例如实验数据，其中每个维度对应一个不同的测量变量，不同维度之间的依赖关系通常将数据点限制在一个多维度远低于数据空间维数的流形上。为流形学习设计了许多方法，即寻找和展开低维流形。自2000年以来，在流形学习方面出现了一个研究热潮，目前已有许多已知的方法，至少可以成功地展开某些类型的流形。一些成功的方法包括等线映射(Tenenbaum et al.， 2000)，局部线性嵌入（LLE;Roweis和Saul，2000），拉普拉斯特征图（LE;贝尔金和尼约吉，2002a），最大方差展开(MVU;温伯格和索尔，2006)。

研究表明，多种学习方法并不一定有利于信息可视化。当为了可视化目的将输出维数固定为2时，一些方法存在严重的困难(Venna和Kaski, 2007a)。这是很自然的，因为它们被设计来寻找一个流形，而不是压缩到一个更低的维度。

在本文中，我们讨论了具体的可视化任务，即将数据投影到二维显示器上的点上。注意，这个任务与流形学习不同，如果流形的固有维数大于2，流形不能在二维中完美地表示。由于表征必然是不完美的，定义和使用表征的良性度量是至关重要的。然而，尽管对提取流形的方法进行了大量的研究，但关于良好的二维表示应该是什么样的以及如何衡量其好坏的讨论却很少。在最近一项对2000-2006年69篇降维论文的调查中(Venna, 2007)，发现28篇(40%)的论文仅将玩具或真实数据集的可视化作为质量的证明。大多数比较定量的方法都是基于两种策略之一。第一个是测量所有成对距离的守恒或者说所有成对距离的顺序。这种方法的例子包括多维标度(MDS)类型的代价函数，如Sammon's cost和Stress，将输入空间中的距离与输出空间中的距离联系起来的方法，以及评估所有两两距离保存的各种相关度量。另一种常见的质量保证策略是对低维空间中的数据进行分类，并报告分类性能。

使用上述方法来衡量可视化性能的问题是，它们与可视化的联系是不清楚的，充其量是间接的。除非可视化的目的是帮助分类任务，否则投影的分类精度揭示其作为可视化的优点是不明显的。另一个广泛采用的原则是保持成对距离，这是一个定义明确的目标;如果分析师希望使用可视化来评估所选数据点对之间的距离，这是一个合理的目标，但我们认为这不是分析师使用可视化的典型方式，至少在分析的早期阶段，当时还没有形成关于数据的假设。包括我们在内的大多数方法都是基于核心的成对距离，但我们考虑了每个成对距离的上下文，从而产生了一种更自然的评估可视化性能的方法;由此产生的方法有一个自然和严格的解释，我们将在下面和下面的部分讨论。

本文严格研究了将高维数据集投影到二维平面上以实现相似关系可视化的具体信息可视化任务。该任务与信息检索任务有一个非常自然的映射，将在第2节中讨论。作为信息检索的概念明确地揭示了精确性和召回率之间的必要权衡，使真实的相似点可见，避免虚假的相似点。一旦将成本分配给每种错误类型，就可以精确地量化权衡，一旦定义了总成本，就可以优化它，这将在第3节中讨论。然后，我们表明所得到的方法，称为邻居检索可视化器NeRV，可以进一步扩展到有监督可视化，并且无监督和有监督方法都在经验上优于它们的替代方法。NeRV包括之前的随机邻居嵌入方法(SNE;Hinton和Roweis, 2002)作为一个特殊的情况下，权衡设置，只有召回是最大化的;从而为SNE提供了一种新的信息检索解释。

2. 可视化作为信息检索在本节中，我们正式定义了特定的可视化任务;这是可视化作为信息检索任务的一种新颖形式化。我们首先在第2.1节给出简化设置的定义，然后在第2.2节对其进行泛化。

2.1二元邻域关系相似度可视化

在下面我们首先定义具体的可视化任务和它的代价函数;然后，我们证明了成本函数与传统的信息检索指标精度和查全率有关。

2.1.1任务定义:相似度可视化

设(x)1是一组输入数据样本，设每个样本i有一个输入邻域Pi，由接近i的样本组成。通常，P;可能由所有的输入样本(除了i本身)组成，它们落在i的某个半径内，或者P;可能由与i最相似的固定数量的输入样本组成。在任何一种情况下，设r为集合P的大小;相似度可视化的目标是为输入数据生成低维输出坐标(yi)-1，用于可视化信息检索。给定任意样本i作为查询，在可视化信息检索中基于样本的可视化检索;得到的结果是一组接近y的样本Qi;在可视化;我们称之为Q;输出邻域。Q通常由所有输入样本j(除了i本身)组成，其可视化坐标为y;都在y的半径内;或者Qi可能由固定数量的输入样本组成，这些输入样本的输出坐标最接近y，。在这两种情况下，设k为集合Qi中的点数。气的点数可能与P的点数不同;例如，在可视化中，如果许多点被放置在y附近，那么检索y的某个半径内的所有点，与输入空间中邻居点的数量相比，可能会产生过多的检索点。图1说明了这个设置。剩下的问题是什么是好的可视化，也就是说，代价函数是什么。表示同时处于Qi和P中的样本数量;通过NTP，(真阳性)，样本在Q;但在Pi中不存在NFp、i(假阳性)和P中的样本;而不是Q;通过NMiss，(错过)。假设用户为每个误报分配了一个成本CFp，为每个误报分配了一个成本CMiss。对于查询i，对所有数据点求和，则为

![](data:image/png;base64,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)

2.1.2精密度与查全率的关系

相似度可视化的代价函数(1)与传统的信息检索、精度和查全率度量密切相关。如果我们允许CMiss是相关点总数r的函数，更具体地说，CMiss(ri) = CMiss/ri，并将每个检索点的代价取为

2.1.3讨论对于高维数据集，通常不可能在低维显示上显示数据内的所有相似关系;因此，所有线性或非线性降维方法都需要权衡它们的目标是在显示器上显示哪种类型的相似关系。公式(1)确定了两种错误的代价。图2用一个简单的例子说明了这种权衡(使用第3节中介绍的方法计算)，其中三维球面在二维中可视化。如果我们取一些在显示a中，这样的检索产生很少的误报但有很多漏报，而在显示B中，这样的检索产生很少的漏报但有很多误报。权衡也可以在两种可视化的(平均)精度-召回曲线中看到，其中检索点的数量是变化的，以产生曲线。可视化A达到了更高的精度值，但在达到高召回率之前，精度下降了很多。可视化B在曲线的左端具有较低的精度，但即使达到高召回率，精度也不会下降太多。

图2:假阳性和漏检之间权衡的演示。左上:从球体表面采样的三维数据集;为了清晰起见，只显示了前半球。字形形状(大小、延伸率和角度)显示每个点的三维坐标;在线版本中的颜色显示相同的信息。底部:数据集的两个嵌入。在嵌入A中，球体被切开并折叠。这种嵌入消除了假阳性，但也有一些遗漏，因为撕裂不同一侧的点最终彼此相距很远。相比之下，嵌入B通过简单地将球体压扁来最小化未命中的次数;这导致了大量的假阳性，因为球体相对两侧的点相互映射得很近。右上:对于两个投影，输入邻域大小r = 75的平均精度-平均召回曲线，作为输出邻域大小k的函数。嵌入A具有更好的精度(在曲线的左端产生更高的值)，而嵌入B具有更好的召回性(在曲线的右端产生更高的值)。

请注意，为了量化权衡，需要同时使用精度和召回率。这需要一个足够丰富的检索模型，检索点的数量可以与相关点的数量不同，这样精度和查全率就会得到不同的值。在信息检索中，众所周知，如果相关项和检索项(这里的点)的数量相等，精度和查全率也相等。最近的“局部连续性”准则(Chen和Buja, 2009年的公式9)只是在这个约束下的精度/召回率;因此，我们给出了一个新颖的信息检索解释作为一个附带结果。这样的标准是有用的，但它只给出了一个有限的可视化质量的观点，因为它对应于一个有限的检索模型，不能完全量化精度-召回的权衡。在本文中，我们将在可视化中使用固定半径的邻域(在第2.2节中更精确地定义)，这自然会产生不同数量的检索点和相关点。

本节中介绍的简单可视化设置是一种新颖的可视化公式，作为明确定义的起点非常有用。然而，在实际应用中，它有一个缺点:过于简单的二元固定大小邻域没有考虑相关性等级。该代价函数不惩罚违反原始相似性排序的相邻样本;代价函数以相同的代价惩罚所有邻域违规行为。接下来我们将介绍一个更实用的可视化设置。

2.2连续邻域关系的相似度可视化

通过在(i)输入和(ii)输出空间中定义概率邻域，以及(iii)用概率邻域替换二进制精度和召回度量，我们推广了简单二元邻域的情况。最后将表明，对于二元邻域，解释为在邻域集中成为邻域的恒定高概率和在其他地方成为邻域的恒定低概率，测量降低到标准精度和查全率。

2.2.1检索概率模型

我们从定义输出空间中的邻域开始，并通过定义邻域点上的概率分布来实现。这样的分布可以解释为一个关于给定可视化显示的用户如何进行检索的模型。

给定查询点在显示器上的位置，yi，假设用户每次选择一个点进行检查。用qi表示用户选择y的概率。如果我们可以定义这样的概率，它们将定义一个检索y的邻居的概率模型。

qjli的形式可以通过一些公理选择和一些任意选择来定义。由于qjji是每个i在j上的概率分布，它们必须是非负的并且总和为1 / j;因此，我们可以将它们表示为qji = exp(fi,j)/Σktiexp(-fik)，其中fij E r。fij应该是y之间距离(不相似度)的递增函数;和y;;我们进一步假设fi只依赖于y, y;而不是在其他点y上。剩下的就是选择的形式作用力。一般来说，不应该有任何理由偏爱任何特定的相邻点，因此形式不应该依赖于j。然而，它可以依赖于i;我们假设它有一个简单的二次形式fij = lly;-y;ll2/o?|ly;-y;l|是欧几里得距离，正乘数1/o?允许函数对每个i以单独的速率增长。这就产生了定义

2.2.2相关性概率模型

我们将输入数据样本的简单二元邻域扩展为概率邻域，如下所示。假设用户在原始数据空间中选择查询点i的邻居，她将选择概率为pili- the pjl的点j;为原始数据定义一个相关性的概率模型，等价于i周围的一个邻域:选择这个邻域的概率越高，它与i的相关性越大。我们定义概率pj;类似于qjli, as

其中d(-，-)为原始数据中合适的差值测度，x为原始数据中y表示的点;在可视化中。有些数据集可以直接提供d(-，-)的值;否则，分析人员可以选择适合数据特征向量的差值测量。在本文的后面，我们将使用简单的欧几里得距离和更复杂的距离测量，其中包含关于数据的额外信息。

已知d(-，-)的值，上述邻域pjli的定义可以由与qli-相同的理由驱动，即如果没有关于原始邻域的其他信息可用，则给定形式的pjli是一个很好的选择。其他选择也是可能的;特别是，如果数据直接包括邻居概率，它们可以简单地用作pji-同样，如果有更准确的用户行为模型，它们可以代替qji。Pjli和qji的形式不必相同。

对于每一点i，比例参数o，控制概率pil随距离下降的速度。这些参数可以通过先验知识确定，但是在没有先验知识的情况下，通过指定邻居的选择应该有多大的灵活性来设置o是合理的。也就是说，我们将o设置为一个值，使p.，分布的熵等于logk，其中k是由用户设置的相关邻居数量的粗略上限。我们在输入和输出空间中都使用相同的相对尺度o(公式2和3)。

2.2.3成本函数

剩下的任务是衡量在给定可视化的情况下，在输出空间中完成的检索与在输入空间中定义的真实相关性的匹配程度。以上两者都是根据分布来定义的，测量的自然候选是Kullback-Leibler散度，定义为

p;qi是特定点i的邻居分布，分别在输入空间和可视化中。对于上述定义的特定概率分布，KullbackLeibler散度与精度和召回率密切相关。具体而言，对于任意查询i, Kullback-Leibler散度D(pi,qi)是召回率的泛化，D(qi,pi)是精度的泛化;对于简单的“二元”邻域定义，Kullback-Leibler散度和精度-召回措施变得等效。证明在附录A中。

我们称D(gi,pi)为平滑精度，D(pi,qi)为平滑召回率。为了评估一个完整的可视化而不是单个查询，我们以标准方式定义了聚合度量:平均平滑精度定义为E;[D(qi, pi)]，平均平滑召回率定义为E;[D(pi,qi)]，其中E表示期望，对查询(数据点i)采用均值。

平均平滑精密度和召回类似于平均精密度和召回，因为我们通常不能同时达到两者的最佳。我们回到图2，它说明了一个三维球面的非线性投影的权衡。子图A是通过最大化平均平滑精度创建的;球体已经被切开并折叠，这最大限度地减少了假阳性的数量，但也会导致一些失误，因为位于点云相对边缘的一些点原本在球体上彼此靠近。子图B是通过最大化平均平滑召回率创建的;球体被压扁，这最大限度地减少了失误的数量，因为在原始数据中彼此接近的所有点在可视化中都彼此接近。然而，随后会出现大量的假阳性，因为球体的相反边已经相互映射在对方的顶部，因此许多在可视化中看起来彼此接近的点实际上最初彼此远离。

2.2.4易于解释的替代优度测度

平均平滑精度和召回率是对可视化性能的严格和动机良好的衡量标准，但对于人类分析师来说，它们有一个实际的缺点:误差没有上限，而且规模往往取决于数据集。这些度量对于比较相同数据的几个可视化非常有用，并且将被证明是有用的优化标准，但是我们还希望有易于解释普通数字的度量。我们通过引入基于平均秩的平滑精度和召回来解决这个问题:简单地替换p定义中的距离;还有秩的qii，所以最近邻居的概率是1，次近邻的概率是2，以此类推。这对错误施加了一个上限，因为最坏的情况是数据集中的排名在可视化中颠倒了。将误差除以其上界，我们得到的测量值位于区间[0,1]，与数据无关，因此更容易解释。缺点是用等级代替距离使得测量忽略了数据中的大部分邻域结构，因此我们建议使用基于平均等级的平滑精度和召回率作为更容易解释的补充，但对平均平滑精度和召回率的区分性较差，而不是替代。

3.邻域检索可视化器(NeRV)

在第2节中，我们将相似度可视化定义为一种信息检索任务。可视化的质量可以通过两个损失函数来衡量，平均平滑精度和召回率。这些措施推广直接精度和召回措施的非二元邻域。它们的另一个优点是，它们是函数的连续可微函数输出可视化坐标。然后，很容易使用这些度量作为可视化方法的优化标准。我们现在介绍一种优化视觉信息检索性能的可视化算法。我们称该算法为邻域检索可视化器(NeRV)。

如图2所示，精度和召回率通常不能同时最小化，用户必须选择哪个损失函数(平均平滑精度或召回率)更重要，通过为遗漏分配成本和为误报分配成本。一旦分配了这些成本，可视化任务就是将总成本最小化。在实践中，假阳性与失球的相对代价被作为参数λ给出。NeRV代价函数就变成了

例如，将λ设置为0.1表示用户认为精度误差(1-0.1)/0.1 =召回中类似误差的代价为9倍。

根据输出坐标y优化代价函数(4);对于每个数据点，我们使用标准的共轭梯度算法。每次迭代的计算复杂度为O(dn2)，其中n为数据点的数量，d为投影的维数。(在我们之前的会议论文中，需要一个粗略的近似算法来提高速度;这被证明是不必要的，O(dn?)复杂度不需要任何近似。)请注意，如果输入空间中的成对距离矩阵没有直接作为数据提供，它可以像往常一样从输入特征中计算出来;这是在算法开始时完成的一次性计算，需要O(Dn?)时间，其中D是输入维数。

一般来说，NeRV优化用户定义的成本，在平均光滑精度和平均光滑召回率之间形成权衡。如果在式(4)中设λ = 1，我们得到随机邻居嵌入的代价函数(SNE;见Hinton和Roweis, 2002)。因此，作为附带结果，我们得到了对SNE的新解释，它是一种使平均平滑召回最大化的方法。

3.0.5实用的优化建议

在计算输入数据的距离矩阵之后，我们缩放输入距离，使平均距离等于1。我们使用在单位正方形上的随机投影作为算法的起点。事实证明，即使是这种简单的选择也比其他选择带来了更好的结果;当然，还可以使用更智能的初始化，例如使用主成分分析投影数据。

为了加快收敛速度并避免局部极小值，我们应用进一步的初始化步骤:我们运行十轮共轭梯度(每轮两个共轭梯度步骤)，在每轮之后降低公式(2)和(3)中使用的邻域缩放参数o。最初，我们将o设置为输入数据直径的一半。我们线性地减少它们，使最终值使p分布的熵等于有效邻居数k，这是第2.2节中推荐的选择。这个初始化步骤与算法的其余部分在每次迭代中具有相同的复杂度O(dn2)。在这个初始化阶段之后，我们执行20个标准共轭梯度步骤。

4. 使用NeRV进行无监督可视化

将神经网络应用于无监督降维很容易。与任何无监督分析一样，分析人员首先为输入数据选择合适的无监督相似度或距离度量;对于向量值输入数据，这可以是标准欧几里得距离(我们将在这里使用)，也可以是领域知识建议的其他度量。一旦分析人员通过为a选择一个值来指定精度和召回率的相对重要性，NeRV算法就会根据给定的距离计算嵌入。在本节中，我们将进行广泛的实验，比较NeRV与其他降维方法在几个数据集(包括基准数据集和现实生活中的生物信息学数据集)的无监督可视化上的性能。在接下来的小节中，我们将描述比较方法和数据集，简要讨论实验方法，并给出结果。

4.1无监督可视化的比较方法

对于无监督可视化任务，我们比较了NeRV与以下无监督非线性降维方法的性能:主成分分析(PCA;:主成分分析(PCA;Hotelling, 1933)，度量多维尺度(MDS;见Borg和Groenen, 1997)，局部线性嵌入(LLE;Roweis和Saul, 2000)，拉普拉斯特征映射(LE;Belkin和Niyogi, 2002a)，基于hessian的局部线性嵌入(HLLE;Donoho和Grimes, 2003)，等线图(Tenenbaum等人，2000)，曲线成分分析(CCA;Demartines和Hérault, 1997)，曲线距离分析(CDA;Lee等人，2004)，最大方差展开(MVU;Weinberger和Saul, 2006)，标志最大方差展开(LMVU;Weinberger等人，2005)，以及我们之前的方法local MDS (LMDS;Venna和Kaski, 2006)。

主成分分析;Hotelling, 1933)发现线性投影最大限度地保留了数据中的方差。更技术地，投影方向可以通过求解输入数据点的协方差矩阵C的特征值和特征向量来求得。对应于两个或三个最大特征值的特征向量被收集到矩阵a中，数据点x;可以用y;=Ax;来投影，其中y是得到的x;的低维表示。PCA与线性多维缩放(线性MDS，也称为经典缩放)密切相关;Torgerson, 1952;Gower, 1966)，它试图找到保持平方距离的低维坐标。可以证明(Gower, 1966)，当所求解的维数相同且距离度量为欧几里得时，原始数据在PCA子空间的投影等于线性MDS发现的点的构型。这意味着PCA试图保持数据点之间的平方距离，而线性MDS找到的解决方案是原始数据的线性投影。

传统多维标度(MDS;(参见Borg and Groenen, 1997)存在于几种不同的变体中，但它们都有一个共同的目标:找到一种输出坐标的配置，以保留输入数据的成对距离矩阵。对比实验选用了最简单的非线性MDS方法——度量MDS;其代价函数(Kruskal, 1964)，称为原始应力，为

和x;在输入空间中，d(yi,y;)是它们对应的表示(位置)之间的距离y;输出空间中的y。这个代价函数相对于表示yi是最小化的。

Isomap (Tenenbaum et al.， 2000)是MDS的一个有趣变体，它同样找到与给定距离矩阵匹配的输出坐标的配置。不同之处在于Isomap不以简单的欧几里得距离计算成对的输入空间距离，而是沿着数据流形计算测地线距离(技术上，沿着连接所有k个最近邻居形成的图)。给定这些测地线距离，输出坐标由标准线性MDS找到。当找到这些输入距离的输出坐标时，原始数据中的流形结构就展开了;已经证明(Bernstein et al.， 2000)该算法渐近地能够恢复某些类型的流形。我们在实验中使用了http://isomap.stanford.edu上提供的isomap实现。

曲线分量分析(CCA;Demartines和Hérault, 1997)是MDS的一种变体，它试图只保留可视化中彼此靠近的点之间的距离。这是通过对MDS代价函数(5)中的每个项进行加权来实现的，该系数依赖于可视化中相应的成对距离。在我们使用的实现中，系数只是一个阶跃函数，如果距离低于预定阈值，它等于1，如果距离更大，它等于O。

曲线距离分析(CDA;Lee et al.， 2000,2004)是CCA的延伸。其思想是用测地线距离替换原始空间中的欧几里得距离，方法与等距地图算法相同。否则算法不变。

本地MDS (LMDS;Venna和Kaski, 2006)是我们早期的方法，它是CCA的扩展，重点关注具有可调成本函数权衡的局部邻近性。它可以被视为神经网络概念发展的第一步。

局部线性嵌入(LLE;Roweis and Saul, 2000)算法基于数据流形足够平滑且采样足够密集的假设，使得每个数据点都靠近流形上的局部线性子空间。LLE对整个数据流形进行局部线性近似:LLE首先估计每个数据点的局部坐标系统，通过计算线性系数，尽可能地从其k个最近的邻居中重建数据点。为了展开流形，LLE找到尽可能保留先前估计的局部坐标系的低维坐标。技术上，LLE首先最小化重构误差E(W)=Σ，Ix-Σ，Wijxll2相对于系数Wi,j，在约束条件下，如果i和j不是邻居Wij = 0， Σ，Wij = 1。给定权重，接下来通过对低维表示Y最小化E(Y) = Σ: lly:-Σ，Wi,iYll2来找到点的低维配置;每个数据点。

拉普拉斯特征映射(LE;参见Belkin和Niyogi, 2002a)使用图嵌入方法。形成一个无向k-近邻图，其中每个数据点是一个顶点。如果i的k个最近邻居中有jis，则点i和点j由一条权值Wij=1的边连接，否则边权值设为零;这种简单的加权方法在实践中表现良好(Belkin and Niyogi, 2002b)。为了找到图的低维嵌入，算法试图将图中连接的点尽可能地相互靠近，并且不关心其他点发生了什么。从技术上讲，对于低维点位置yi，它最小化Σlly:-yl2W， = y7Ly，其中L = D- w是拉普拉斯图，D是元素Dii =ΣWij的对角矩阵。然而，这个代价函数有一个不受欢迎的平凡解:将所有点放在同一个位置将使代价最小化。这可以通过添加suit来避免能力约束。在实践中，低维构型是通过求解广义特征值问题Ly = λDy (Belkin and Niyogi, 2002a)得到的。最小的特征值对应于平凡解，但特征向量对应于下一个最小的特征值给出拉普拉斯特征映射解。

基于hessian的局部线性嵌入(Hessian-based local linear embedding, HLLE;Donoho and Grimes, 2003)算法类似，但拉普拉斯L被Hessian H取代。最大方差展开算法(MVU;Weinberger和Saul, 2006)将降维问题表示为半定规划问题。展开折叠国旗的一种方法是把它的四个角拉开，但不要用力到撕破国旗。MVU将这一想法应用于投影流形:投影最大化方差(拉开距离)，同时保持邻居之间的距离(没有眼泪)。局部距离保持的约束可以用映射的Gram矩阵K表示。最大化映射的方差等价于在一组约束条件下最大化K的迹，这可以用半定规划来实现。

MVU的一个显著缺点是当数据点n很大时，为n x n个矩阵求解半定程序所需的时间。Landmark MVU (LMVU;Weinberger et al.， 2005)通过显著减小半定规划问题的大小来解决这个问题。像LLE一样，LMVU假设数据流形足够平滑且采样密集，因此它在局部近似线性。LMVU不像MVU那样直接嵌入所有数据点，而是随机选择m«n个输入作为所谓的地标。由于局部线性假设，其他数据点可以使用线性变换从标志近似重建。由此可见，格拉姆矩阵K可以用标志间内积的m × m子矩阵来近似表示。因此，我们只需要优化超过m × m个矩阵，一个小得多的半定程序。最近其他加速MVU的方法包括基于拉普拉斯图的矩阵分解(Weinberger et al.， 2007)。

除了上述比较方法外，最近在降维方面的其他工作包括最小体积嵌入(MVE;Shaw和Jebara, 2007)，它与MVU类似，但MVU最大化了Gram矩阵的整个迹(所有特征值的和)，MVE最大化了前几个特征值的和，最小化了其余的和，以便在降维后剩下的几个维度中保留最大的特征谱能量。在实际应用中，对所得准则的变分上界进行了优化。最近，van der Maaten等人(2009)在分类准确性和我们的旧标准可信度-连续性方面比较了一些无监督方法。

4.2无监督可视化数据集

我们使用了两个合成基准数据集和四个现实生活数据集进行实验。平面s曲线数据集是嵌入三维空间的s形二维曲面上的人工采样集。对于非线性降维方法来说，几乎完美的二维表示应该是可能的，因此这个数据集可以作为完整性检查。噪声s曲线数据集在其他方面与普通s曲线数据集相同，但每个数据点都添加了显著的球形正态分布噪声。结果是一团点，原来的s形很难用肉眼观察。

人脸数据集由40个不同的人的10张不同的人脸图像组成，总共有400张图像。对于给定的主题，图像在光线和面部表情方面有所不同。每张图像的大小是64 x 64像素，每个像素有256个灰度级。该数据集可在http://www.cs.toronto.edu/~roweis/data.html上下载。

小鼠基因表达数据集是来自不同小鼠组织的基因表达谱的集合(Su et al.， 2002)。在45个组织中测量了超过13000个小鼠基因的表达。我们使用了一种非常简单的过滤方法，类似于Su等人(2002)最初使用的方法，来选择用于可视化的基因。在45个组织(维度)中至少有一个明确表达的小鼠基因(Affymetrix芯片的平均差异，AD > 200)中，随机选取了1600个基因(点)样本。在此之后，每个组织中的方差归一化为统一。

基因表达纲要数据集是人类基因表达阵列的大型集合(http://dags.stanford.edu/cancer;Segal et al.， 2004)。由于目前所有方法的实现都不能容忍缺失数据，因此我们删除了缺失值的样本。首先，我们从300多个基因阵列中删除了缺失的基因。然后我们删除了仍然缺少值的数组。这样得到的数据集包含1278个点和1339个维度。

海水温度时间序列数据集(Liitiäinen和Lendasse, 2007)是几年来海水每周温度测量的时间序列。每个数据点是一个52周的时间窗口，为下一个数据点向前移动一周。总共有823个数据点和52个维度。

4.3无监督实验的方法

将NeRV的性能与4.1节中描述的11种无监督降维方法进行了比较，即主成分分析(PCA)、度量多维尺度(MDS)、局部线性嵌入(LLE)、拉普拉斯特征映射(LE)、基于hessian的局部线性嵌入(HLLE)、等线图、曲线分量分析(CCA)、曲线距离分析(CDA)、最大方差展开(MVU)、地标最大值方差展开 （LMVU） 和局部 MDS （LMDS）。LLE， LE， HLLE， MVU， LMVU 和 ISOMAP都是用开发者的代码计算出来的;MDS, CCA和CDA使用了我们的代码。

4.3.1优度测度

我们使用了四对性能测量来比较这些方法。第一对是平均平滑精度-平均平滑召回，即我们的可视化质量的新措施。输入邻域的规模固定为20个相关邻域(见章节2.2)。尽管我们认为，如第2节所述，平滑精度和平滑召回比精度和召回更复杂，但我们也绘制了标准的平均精度-平均召回曲线。通过将原始数据中一个点的20个最近的邻居固定为相关项的集合，然后将从可视化中检索到的邻居的数量在1到100之间变化，绘制每个数字的平均精度和召回率。我们的第三对测量是我们新测量的基于排名的变体，基于平均排名的平滑精度-基于平均排名的平滑召回。回想一下，我们介绍了基于排名的方法变量更容易解释，但不太有区别，替代平均平滑精度和平均平滑召回。输入邻域的规模再次固定为20个相关邻域。

我们的第四个衡量标准是可信度-连续性(Kaski et al.， 2003)。这些测量背后的直观动机与本文中一样，是在精确度和召回率之间进行权衡，但这些测量的定义更特别。当时，我们没有明确的联系信息检索，这使得NeRV特别有吸引力，我们没有优化措施。然而，可信度和连续性现在可以被用作可视化质量的部分独立度量。为了计算可信度和连续性，我们使用每个点包含20个最近邻居的邻域。作为第五种措施，当数据类可用时，我们使用给定显示的分类误差，使用标准的k-最近邻分类器，其中我们设置k=5。

4.3.2参数的选择

每当我们需要为任何方法选择一个参数时，我们都使用相同的标准，即从新的基于秩的度量中计算的f度量。也就是说，我们选择了产生2(P.R)/(P+R)的最大值的参数，其中P和R是基于平均排名的平滑精度和召回率。

许多方法都有一个参数k，表示用于构建邻域图的最近邻居的数量;对于每种方法和每个数据集，我们测试k值从4到20，并选择产生最佳f测量值的值。(对于MVU和LMVU，我们使用较小的参数范围来节省计算时间。MVU k范围为4 ~ 6;LMVU k为3 ~ 9)。例外是本地MDS (LMDS)，这是我们自己早期的方法之一，以及NeRV，我们只是将k设置为20而没有优化它。可能具有局部最优值的方法用不同的随机初始化运行了五次，并选择了最佳运行(同样，在f度量方面)。

4.4无监督可视化结果

接下来我们将展示几个集合的可视化，并定量测量几个集合的结果。我们首先在图3中展示一个用于普通s曲线数据集的NeRV可视化示例。在本节的后面，我们将展示一个合成人脸数据集的NeRV可视化(图8)，以及在人脸数据集的4.6节中展示真实人脸图像(图11)。定量结果分布在四个图中(图4-7)，每个图包含一对测量值和所有六个数据集的结果。

我们首先展示了平均平滑精度-平均平滑回忆的曲线，即与信息检索可视化形式化相关的损失函数。结果如图4所示。NeRV与local MDS (LMDS)形成以A为参数的曲线，NeRV的取值范围为0 ~ 1.0,LMDS的取值范围为0 ~ 0.9。NeRV显然是在所有六个数据集上表现最好的方法，这当然是意料之中的，因为NeRV直接优化了这些测量的线性组合。LMDS具有相对较好的平均平滑精度，但在平均平滑召回方面表现不佳。简单度量MDS也是一种相当不错的方法。

因为我们将可视化定义为一项信息检索任务，所以很自然地也尝试了现有的信息检索性能度量，即平均精度和平均召回率，即使它们没有考虑2.1节中讨论的相关性等级。标准平均精度-平均召回率曲线如图5所示;对于NeRV和LMDS，我们显示了由f测度选取的单个a值的曲线，如第4.3节所述。即使使用这些粗略的度量，NeRV也表现出出色的性能:就曲线下的面积而言，NeRV在四个数据集上是最好的，CDA和CCA在一个数据集上都是最好的。

接下来，我们绘制了我们更容易解释但不那么有区别的可视化性能的替代测量。基于平均排名的平滑精度-基于平均排名的平滑召回率曲线如图6所示。这些测量值介于0和1之间，因此可能更容易在数据集之间进行比较。通过这些措施，NeRV再次在所有数据集上表现最好;LMDS在处理海水温度数据方面也表现良好。

最后，我们绘制了可信度-连续性曲线，如图7所示。结果与新的基于排名的测量方法相当相似:NeRV在所有数据集上表现最好，LMDS也表现得很好，特别是在海水温度数据上。

4.4.1用已知的底层流形进行实验

为了进一步测试这些方法恢复数据中固有的邻域结构的能力，我们研究了一个合成人脸数据集，其中已知的底层流形定义了每个点的相关项(邻域)。SculptFaces数据包含698张人脸合成图像(每张图像大小为64 x 64像素)。光照的姿态和方向被系统地改变，以在图像空间中创建一个流形(http://web.mit.edu/cocosci/isomap/datasets.html;特南鲍姆等人，2000)。我们使用原始像素数据作为输入特征。

用于生成图像的姿态和照明参数是可用的。这些参数定义了嵌入在非常高维图像空间中的人脸的流形。对于任何一张脸图像，相关的其他面是那些在姿态和光照参数方面是相邻的;我们使用姿态和光照空间中的欧几里得距离定义了地面真相邻域，并将地面真相邻域的尺度固定为20个相关邻域(参见章节2.2)。

与本节的所有实验一样，我们对这些数据运行了所有方法，然后计算了四条性能曲线(平均平滑精度-平均平滑召回率，平均精度-平均召回率，基于平均秩的平滑精度-基于平均秩的平滑召回率，以及可信度连续性)，使用姿态和照明空间中的邻域作为基本真理。结果如图8所示。尽管输入空间的维数很高，而且在三维到二维的多维度上，NeRV能够很好地恢复结构。根据我们提出的可视化性能测量，平均平滑精度和召回率，NeRV是最好的;MDS和本地MDS性能也很好。在简单平均精度和平均召回率方面，NeRV是第二好的，CDA略好。在基于排名的度量方面，NeRV在精度方面是最好的;LE和MDS得到了基于平均秩的最佳结果平滑的回忆;本地MDS和CDA性能也很好。当用可信度和连续性来衡量表现时，NeRV在可信度方面是最好的，而MVU和Isomap获得了最高的连续性。

总的来说，NeRV在这些无监督可视化任务中是最好的，尽管它不是所有任务中最好的，而且在一些任务中它有激烈的竞争。

4.5无监督分类比较

对于样本分类可用的数据集，我们还遵循传统的方法来评估可视化:我们测量基于可视化的样本分类的好坏。

这里所有的方法都是无监督的，即在计算可视化时不使用样本的类标签。方法的参数再次选择，如4.3.2节所述。方法采用k-最近邻分类精度(k= 5)进行评估，即可视化中的每个样本在可视化中通过其k个最近邻的多数票进行分类，并将分类结果与ground truth标签进行比较。

我们使用四个基准数据集，它们都包含类标签，来比较这些方法的性能。表1总结了这些数据集。对于所有数据集，我们在实验中使用了随机选择的1500个样本子集，以节省计算时间。

字母识别数据集(表示为letter)来自UCI机器学习库(Blake和Merz, 1998);它是一个16维数据集，有26个类，它们是字母表中26个大写字母的4 x 4张图像。这些字母是基于20种不同的字体，这些字体被扭曲以产生最终的图像。

音素数据集(表示音素)取自LVQ-PAK (Kohonen et al.， 1996)，由由20维特征向量表示的音素样本和表示实际表示的音素的类标签组成。总共有13个班级。

landsat卫星数据集(标记为landsat)来自UCI机器学习库(Blake和Merz, 1998)。每个数据点为36维向量，对应于4个光谱波段测量的3 × 3卫星图像;点的类别标签表示图像中的地形类型(6种可能性，例如红土)。

TIMIT数据集来自DARPA TIMIT语音数据库(TIMIT)。它与LVQ-PAK的音素数据相似，但特征向量是12维的，总共有41个类。结果分类错误率如表2所示。NeRV在四个数据集中的两个上是最好的，在第三个数据集上是第二好的(我们的旧方法LocalMDS是最好的)。CDA是最好的。

4.6 NeRV、联合概率和t-分布

最近，基于随机邻居嵌入(SNE)， van der Maaten和Hinton(2008)提出了一种改进的t-SNE方法，该方法在无监督实验中表现良好。t-SNE与SNE相比有两个变化;在本节中，我们将描述这些更改，并说明可以对NeRV进行相同的更改，从而产生我们称为t-NeRV的变体。我们为t-NeRV和t-SNE提供了一种新的信息检索解释。我们首先分析t-SNE和原始随机邻居嵌入之间的差异。原始SNE最小化Kullback-Leibler散度的和其中pji和qji由式(3)和(2)定义。我们在2.2节中表明，该代价函数具有信息检索解释:它对应于检索查询点的邻居的平均平滑召回。t-SNE方法做了两个改动，我们将在下面讨论。

4.6.1基于联合概率的代价函数

t-SNE的第一个变化是代价函数:t-SNE最小化代价函数的“对称版本”，定义为

其中pij和qi j现在是i和j的联合概率，因此Σij pij = 1, qi也是如此，j。术语“对称”来自于这样一个事实，即关节概率是以一种特定的方式定义的，其中pij = Pj,i和qi,j = qj,i，注意，这并不需要对所有关节概率的定义都是如此。

4.6.2联合概率的定义

t-SNE的第二个变化是，联合概率的定义方式与公式(3)和(2)中产生的条件概率不完全相同。联合概率定义为

． 其中pi和p由式(3)计算，n是数据集中数据点的总数，前一个方程的目的是确保在输入空间中，即使是离群点也会有一些其他点作为邻居。

后一个方程表示，在可视化中，联合概率根据具有一个自由度的(归一化)t分布下降，这旨在帮助解决拥挤问题:因为小维邻域的体积增长速度比高维邻域的体积增长速度慢，邻域最终在可视化中被拉伸，以至于中等距离的点对放置的距离过远。这往往会导致数据在可视化中心聚集。由于t分布的尾部比高斯分布更重，因此使用这种分布的qi,j使可视化更少地受到中等距离的点对的放置的影响，因此能够更好地关注数据的其他特征。

4.6.3新方法:t-nerv

我们可以很容易地将上述变化应用到NeRV中的成本函数;我们称这种变异为t-NeRV。我们定义代价函数为

其中p和q是由pij和qij定义的i和j上的联合分布，单个联合概率由式(6)和式(7)给出。

可以表明，这种变化的代价函数再次具有自然的信息检索解释:它对应于两步信息检索任务的平滑精度和平滑召回之间的权衡，其中分析师查看可视化并(步骤1)选择一个查询点，然后(步骤2)为查询点选择一个邻居。选择一个查询点i的概率取决于有多少其他点接近它(也就是说，它取决于Σjqi.j)，而选择一个邻居的概率通常取决于邻居与查询的相对距离。这两个选择都是基于可视化完成的，并通过平滑精度和平滑回调与基于输入空间定义的相关查询对和邻居进行比较。参数A再次控制了精度和召回率之间的权衡。

D(p,q)与两步检索任务召回之间的联系可以用附录a中类似的证明来表示，主要区别是条件分布pili和q被联合分布pij和qij所取代，然后对i和j求和。D(q,p)与精度之间的联系可以类似地表示。

作为特例，在上述代价函数中设置a =1，即只优化两步检索任务的平滑召回，得到t-SNE的代价函数。因此，我们为t-SNE提供了一种新颖的信息检索解释，作为一种最大限度地提高查询点及其邻居查全率的方法。

NeRV和t-NeRV之间的主要概念区别是，在t-NeRV中，在可视化和输入空间中选择查询点的概率分别取决于可视化和输入空间中的密度;在NeRV中，所有潜在的查询点都被平等对待。应该使用哪种查询点处理方法取决于分析人员的任务。此外，NeRV和t-NeRV在概率的技术形式上存在差异，即使用t分布还是高斯分布等。

t-NeRV方法可以根据可视化坐标y进行优化;点，通过共轭梯度优化，如在NeRV;计算复杂度也是一样的。

4.6.4比较

我们简单地比较t-NeRV和NeRV在Faces数据集中的情况。设置与之前的对比实验相同(图4-7)。对于t-NeRV，我们使用有效邻居数k = 40计算关节概率pij;这与tSNE作者使用的perplexity值相对应.

图9显示了四个无监督评估标准的结果。从平均平滑精度和平均平滑召回度量来看，t-NeRV在召回方面表现较差。基于排名的测量也得出了类似的结果;然而，t-NeRV在基于平均秩的平滑精度方面做得相当好。可信度-连续性曲线类似于基于排名的测量方法。平均精度与平均召回率的曲线表明，t-NeRV对于小的召回值(即小的检索邻域)确实实现了更好的精度，而NeRV对于大的检索邻域略好。如上所述，这些措施对应于NeRV的信息检索解释，这与t-NeRV略有不同。图9 E显示了t-NeRV意义上的平均平滑精度/召回率，其中t-NeRV自然表现相对更好。

最后，我们计算了关于图像中人物身份的k-最近邻分类错误率(使用k= 5)。NeRV (λ= 0.3)的误差率为0.394,t-NeRV (λ= 0.8)的误差率为0.226。这里t-NeRV更好;这可能是因为它避免了在可视化中心附近拥挤样本的问题。

图10-12显示了人脸数据集的可视化示例。首先，我们展示了一个表现良好的比较方法(CDA;图10);它很好地安排了人脸，将同一个人的图像保存在一个区域;然而，每个人的区域都是分散的，并且与其他人很接近，因此在展示中人与人之间没有很强的分离。NeRV，在这里优化以最大化精度，使每个人的聚类明显更紧密(图11)，这产生更好的邻居面部图像检索。然而，NeRV在这里将几个人放置在可视化的中心，彼此靠近。t-NeRV可视化，再次优化以最大化精度(图12)减少了这种行为，更均匀地放置了面簇。

总的来说，t-NeRV是NeRV的一个有用的替代公式，并且可能对数据集有用，特别是在可视化中心附近的拥挤是一个问题。

5. 使用NeRV进行监督可视化

在本节中，我们将展示如何使用NeRV进行监督可视化。监督可视化所需要的就是以监督的方式计算输入空间距离。然后将距离插入到NeRV算法中，可视化照常进行。注意，分两个步骤模块化地进行可视化是一个优势，因为如果需要，以后可以轻松地更改其中任何一个步骤中使用的算法。

方便的是，存在从标记的数据样本中学习监督度量的严格方法。监督度量的学习最近被广泛地用于分类目的和一些半监督任务，既有简单的线性方法，也有复杂的非线性方法;例如，参见Xing等人(2003)、Chang和Yeung(2004)、Globerson和Roweis(2006)和Weinberger等人(2006)的作品。任何这样的度量原则上都可以用来计算NeRV的距离。这里我们使用早期的一个，它是灵活的，可以直接插入到NeRV中，即学习度量(Kaski et al.， 2001;Kaski和Sinkkonen, 2004;Peltonen et al.， 2004)最初是为数据探索任务而提出的。

我们将用监督距离计算的NeRV称为“监督NeRV”(SNeRV)。NeRV的信息检索解释延续到SNeRV。SNeRV可以被视为一种新的、有监督的随机邻居嵌入，但更一般地说，它就像无监督的NeRV一样，在信息检索的精度和召回率之间进行了灵活的权衡。

SNeRV有一个很有用的特性，它可以直接计算未标记训练点的嵌入，也可以直接计算标记训练点的嵌入。相比之下，一些有监督的非线性降维方法(Geng等，2005;Liu et al.， 2005;Song et al.， 2008)只给出标记点的嵌入;对于未标记的点，映射是近似的，例如通过插值或训练在一定的参数设置下一个神经网络。对于SNeRV，这种近似是不需要的。(另一方面，经过训练的神经网络不仅可以嵌入未标记的训练点，还可以嵌入之前未见过的新点;如果需要这种泛化，则可以为SNeRV学习相同类型的近似映射。)

在接下来的小节中，我们将介绍距离计算的细节，然后描述实验比较，表明SNeRV优于几种现有的监督方法。

5.1 NeRV的监督距离

SNeRV的输入空间距离是使用学习度量计算的(Kaski等人，2001;Kaski和Sinkkonen, 2004;Peltonen et al.， 2004)。这是一种形式主义，特别适合于所谓的“有监督的无监督学习”，其中最终目标仍然是在无监督学习中进行发现，但度量通过强调有用的特征来帮助集中分析，而且，对不同的样本进行局部不同的分析。学习度量以前已经应用于聚类和可视化。

简而言之，学习度量是一个黎曼拓扑保持度量，它根据类分布的变化来度量距离。类分布估计通过从标记样本的条件密度估计。拓扑保存有助于泛化到新的点，因为类信息不能覆盖输入空间拓扑。在这个度量中，我们可以计算任意两个数据点之间的输入空间距离，从而可视化具有NeRV的点，无论它们是否有已知的标签。

5.1.1定义

学习度量是所谓的黎曼度量。这样的度量是以局部的方式定义的，在两个(无穷小的)近点之间，它有一个简单的形式，并且这个简单的形式通过路径积分扩展到全局距离。在学习度量中，两个临近点x1和x2之间的距离平方由二次形式给出,

其中J(x)为Fisher信息矩阵，描述条件类分布对输入特征的局部依赖关系，即:

这里c是类，p(clx)是点x处的条件类概率。其思想是，局部距离沿条件类分布p(cx)变化最大的方向增长最大。可以证明，对于临近点，二次形式(9)等价于Kullback-Leibler散度D(p(cx1)，p(cx2))。

两个遥远点X1和X2之间的一般距离dz(X1,X2)是用黎曼度量的标准方式定义的:距离是局部距离上的最小路径积分，其中最小值是连接X1和X2的所有可能路径上的最小值。请注意，在黎曼度规中，直线路径可能不会产生最小距离。

以上述方式定义的学习度量满足任何度量所需的三个标准:距离dz是非负的、对称的，并且满足三角形不等式。由于学习度量距离被定义为最小路径积分，它们保留了输入空间的拓扑结构;粗略地说，如果两点之间的距离很小，那么它们之间一定有一条路径，沿着整个路径的距离都很小。

5.1.2实际计算

为了使用Fisher信息矩阵J(x)计算局部距离，我们需要对条件概率分布p(c)x)进行估计。我们通过优化数据的标记高斯密度的判别混合来学习分布(Peltonen et al.， 2004)。条件密度估计的形式为

其中高斯数K、质心me、类概率ßck和高斯宽度σ(标准差)是估计的参数;我们要求ßck为非负的，并且对于所有k， Σβck = 1。m和Bck通过共轭梯度算法优化，以最大化条件类似然，k和σ通过内部交叉验证选择(见章节5.3)。

给定费雪矩阵，我们接下来需要计算所有点对之间的全局距离。在大多数情况下，全局距离定义中的最小路径积分不能解析计算，我们使用基于图的近似。我们首先在所有已知数据点之间形成一个全连通图，其中每对点之间的路径近似为一条直线。对于这些直线路径，路径积分可以通过分段逼近来计算(详见Peltonen et al.， 2004);所有实验T = 10片)。然后我们可以使用图搜索(Floyd算法)来找到图中的最短路径，并使用最短路径距离作为学习度量距离。这个图近似需要O(n3)时间，其中n是数据点的数量;注意，这并不过分，因为在isomap等方法中需要类似的图计算。然而，在我们的实验中，直线路径产生了同样好的结果，所以我们简单地使用它们，这只需要O(n2)时间。因此，SNeRV作为一个整体只需要O(n2)的时间，就像NeRV。

5.2监督可视化的比较方法

对于每个要可视化的数据集，有监督可视化和无监督可视化的选择取决于分析人员;一般来说，监督嵌入将更好地保留类之间的差异，但以牺牲类内部细节为代价。在本节的实验中，我们集中比较监督方法的性能;我们将把SNeRV与最近的三种监督非线性嵌入方法进行比较。

多重关系嵌入(MRE;Memisevic和Hinton, 2005)被提出作为随机邻居嵌入的扩展(Hinton和Roweis, 2002)。MRE最小化嵌入邻域和几个不同输入邻域之间的不匹配的总和，由Kullback-Leibler散度测量:通常一个输入邻域来自输入空间坐标，其他来自标签等辅助信息。MRE能够使用未标记的数据;对于未标记的点，涉及基于标签的邻域的分歧被简单地排除在代价函数之外。

有色最大方差展开(Song et al.， 2008)是无监督最大方差展开的扩展。它根据基于交叉方差算子的Hilbert-Schmidt独立准则最大化嵌入坐标和标签之间的依赖关系。这将导致输出内核的受限优化。由于这些细节，该方法也被称为Hilbert-Schmidt独立准则的最大展开方法(MUHSIC);我们使用这个缩写。

监督异构体(s -异构体;Geng et al.， 2005)是无监督等线图的延伸。与无监督等线图的唯一区别是输入空间距离的新定义:粗略地说，不同类的点之间的距离将比同类点之间的距离增长得更快。实际嵌入的方式与无监督等线图相同(在4.1节中描述)。Li和Guo还介绍了等线图的其他有监督扩展（2006）和顾和徐（2007）。

参数嵌入(PE;Iwata et al.， 2007)用高斯混合模型表示嵌入数据，其中所有高斯在嵌入空间中具有相同的协方差，并试图通过最小化Kullback-Leibler散度之和来保留原始数据的拓扑结构。

邻域成分分析(NCA;Goldberger等人，2005年;(参见Kaski and Peltonen, 2003, Peltonen and Kaski, 2005)是一种线性和非参数降维方法，它学习马氏距离测量，使得在转换空间中，k-最近邻分类达到最大精度。

5.3监督实验的方法学

我们使用了四个具有类信息的基准数据集(第4.5节中描述的Letter、Phoneme、Landsat和TIMIT)来比较有监督的NeRV和第5.2节中描述的五种有监督的可视化方法，即多重关系嵌入(MRE)、彩色最大方差展开(MUHSIC)、有监督的等距映射(S-Isomap)、参数嵌入(PE)和邻域成分分析(NCA)。我们使用了标准的10次交叉验证设置:在每一次折叠中，我们保留一个子集用于测试，其余数据用于训练。对于每个数据集，我们使用SNeRV和比较方法来查找二维可视化。

原则上，对于无监督实验，我们可以像4.3节那样评估结果，即通过平均平滑精度和召回率;唯一的区别是使用监督学习指标进行评估。然而，与SNeRV不同的是，其他方法没有使用相同的监督度量来制定。为了对这些方法进行无偏倚的比较，我们采用了一种简单的间接评估:我们通过结果可视化的类预测精度来评估四种方法的性能。虽然这是一种间接的测量方法，但准确度是一种合理的选择，可以进行无偏性比较，并已在几篇有监督的降维论文中使用。更详细地说，我们在训练期间提供测试点位置，但不提供它们的标签;在这些方法计算出可视化结果后，我们通过在嵌入数据上运行k-最近邻分类器(k=5)对测试点进行分类，并评估这些方法的分类错误率。

我们使用标准的内部10倍验证策略来选择所有未被各自算法优化的参数:每个训练集被细分为10倍，其中9/10的数据用于学习，1/10用于验证;我们学习了不同参数的可视化值;然后选择为嵌入式验证点产生最佳分类精度的值，并用于计算整个训练数据的最终可视化。

我们使用λ=0.1和λ= 0.3运行了两个版本的SNeRV。缩放参数o是通过固定输入邻域的熵来设定的，如2.2节所述。在这里，我们指定相关邻居数量的粗略上限为0.5-n/K，其中n是数据点的数量，K是用于估计度量的混合成分的数量;这种选择大致意味着，对于分离良好的混合成分，每个数据点将平均考虑来自相同混合成分的一半数据点作为相关邻居。一个简化的验证足以满足高斯数K和宽度σ的要求:我们不需要运行嵌入步骤，而是选择在输入空间中为验证点提供最佳条件类似然的值。对于S-Isomap，我们使用验证集选择其参数a及其最近邻居的数量，并训练一个广义径向基函数网络来投射新的点，如Geng等人(2005)所建议的那样。对于MUHSIC，参数是正则化参数v，最近邻居的数量，以及Laplacian图中的特征向量的数量，我们使用线性插值来投影MUHSIC作者建议的新点。对于MRE，唯一的自由参数是它的邻域平滑度参数σMRE。对于PE，需要提供一个条件密度估计:我们使用了与SNeRV使用的相同的密度估计(见公式10)，以获得尽可能无偏的比较。邻域分量分析是一种非参数方法，因此不需要选择任何参数。

5.4监督可视化结果

图13显示了10次折叠的平均错误率以及标准偏差。最好的两种方法是SNeRV和PE，在所有数据集上都有很好的结果。在两个数据集(Letter和TIMIT)上，SNeRV显然是最好的;在其他两个数据集(Phoneme和Landsat)上，SNeRV与其余最好的方法(分别是S-Isomap和参数嵌入)一样好。MRE显然比其他方法更差，而MUHSIC和NCA结果取决于数据集:在Letter中，它们是仅次于MRE的第二和第三差的方法，而在其他数据集中，它们离最好的方法不远。

权衡参数λ的取值对SNeRV的性能影响不大;λ = 0.1和λ = 0.3都产生了良好的投影。

为了评估每个数据集上的最佳方法是否在统计上显著优于下一个最佳方法，我们对10个交叉验证折叠的性能进行了配对t检验(表3)。比较的两种最佳方法始终是SNeRV和参数嵌入，除了音素数据集上的两种最佳方法是SNeRV和S-Isomap。对于Letter和TIMIT数据集，SNeRV明显优于次优方法，而对于其他两个数据集，差异不显著。总之，所有显著差异都有利于SNeRV。

图14展示了字母识别数据集的可视化示例;投影结果显示了10个交叉验证折叠之一，包括训练点和测试点。虽然有一些重叠，但通常SNeRV显示不同的类集群—例如，字母“M”在图的顶部是一个分离良好的集群。

参数嵌入也设法分离了一些字母，如“A”和“I”，但在图的中心存在严重的类重叠。在S-Isomap中，我们看到有一些非常分离的类集群，如字母“W”和“N”，但有一个很大的区域靠近图右边缘中心的重叠类。这种重叠比SNeRV更糟糕，但仍然大致相当;相比之下，MUHSIC、MRE和NCA在这个数据集上表现不佳，导致大多数类严重重叠。

6. 结论与讨论

通过将信息可视化的非线性投影任务制定为信息检索任务，我们推导出了对可视化性能的严格激励措施，平均平滑精度和平均平滑召回率。我们证明了这些新措施是两种传统信息检索措施的扩展:平均平滑精度可以解释为平均精度的更复杂的扩展，假阳性的比例在邻居从可视化中检索到的。类似地，平均平滑召回是平均召回的延伸，即被检索的邻域引起的失误的比例。

我们引入了一种称为邻居检索可视化器(NeRV)的算法，它优化了总成本，可解释为平均平滑精度和平均平滑召回之间的权衡。根据需求调整λ，为1时得到SNE

我们证明了NeRV既可以用于无监督可视化，也可以用于监督可视化。对于无监督可视化，我们简单地使用固定的输入距离;对于监督可视化，我们学习了输入空间的监督距离度量，并将结果输入距离插入到NeRV算法中。在后一种情况下，关键思想是以一种不覆盖输入特征空间的方式使用监督(标记数据);对于输入空间，我们使用一种拓扑保留类判别度量，称为学习度量。

在无监督可视化中，对于我们尝试的六个数据集中的大多数，对于四对不同的测量，NeRV的表现优于其他方法，并且总体上是最好的方法。NeRV在无监督分类的比较中也表现良好。许多最好的流形提取方法表现得出奇地差，很可能是因为它们没有被设计成将维数降低到数据流形的固有维数以下。然而，在可视化中，我们通常别无选择，只能将数据的维数降低到2或3，即使它的内在维数更高。NeRV的设计目的是寻找一种映射，这种映射在定义明确的意义上是最适合于某种类型的可视化，而不管数据的内在维数。

在监督可视化中，监督版本的NeRV表现与最佳替代方法参数嵌入相同或更好;这表明插件学习指标可以很好地结合监督。

6.1讨论

NeRV使用概率分布对相关性进行建模，如果任何查询的相关性“总量”被标准化为固定的总和，那么这是有意义的。这样的标准化对于任何相关性度量都是可取的，因为对于任何查询(兴趣点)，检索到的邻居点的相关性应该取决于它相对于其他点的邻近性的接近性，而不是取决于它与查询点的绝对距离。(我们之前的方法，局部MDS，可以被认为是一种没有归一化的近似NeRV的尝试。)

NeRV中的Kullback-Leibler散度是测量两个概率分布之间差异的自然选择，但原则上也可以使用其他散度度量。近邻检索和概率相关模型的概念是NeRV的关键部分，而不是具体的发散度量。

我们的插件监督度量的概念原则上也可以与其他方法一起使用;其他基于距离矩阵的无监督嵌入算法也可以转换为监督版本，只需将学习度量距离插入到距离矩阵中即可。我们进行了Sammon映射的初始实验(Peltonen et al.， 2004);后来出现了类似的等距地图概念(Weng et al.， 2005)。然而，我们认为NeRV是嵌入步骤的一个特别有吸引力的选择，因为它具有信息检索解释，并且它在经验上表现良好。

NeRV和局部MDS算法的实现以及平均平滑精度-平均平滑召回措施可在http://www.cis.hut.fi/projects/上获得MI/软件/长发绺锁